ABSTRACT
We investigate the scalability of an existing lockless hash table when it is implemented on a GPU. This lockless hash table is an essential part of a model checker, a tool that can be used to prove the correctness of software that performs critical tasks. We show that our implementation of the hash table on a GPU is scalable and that a GPU can lookup twice as much per second as a CPU when running the same OpenCL implementation. We also propose a design for integrating our implementation with a model checker. We argue that this design will lead to better performance of the model checker.

Keywords
GPU, OpenCL, hash table, model checking, scalability

1. INTRODUCTION

The research field of formal methods not only focuses on mathematical proofs, but also on automated model checking. Static model checkers, like LTSmin [8] and DiVinE [3], check algorithms for possible deadlocks and other unwanted states that are defined by safety properties. To find these problems, a model checker explores the graph of all states the program can reach. A state is represented by a large vector and for each state in this graph, the safety properties are evaluated. Performing the state space exploration requires many computation steps and since the introduction of multi-core processors, large parts of the model checkers are optimized for multi-core systems.

To ensure that every state in the graph is visited exactly once, the exploration algorithm needs to store information about the visited states. The database that is used to store all those states is often implemented as a hash table. Because it will be accessed every time a new state is visited, the hash table is a critical part of a model checker and has a significant influence on its performance. To increase performance on multi-core systems, Laarman et al. [7] proposed a lockless hash table, which is designed with the specific requirements of model checking in mind. The hash table only supports the find_or_put operation, which finds a state in the database or adds it when it is not found. Because the implementation is not based on locks, it is scalable: even when many threads are storing items in the hash table, the performance of each individual thread does not decrease significantly. The hash table was later improved to a tree database [9]. The tree database combines the performance of a hash table with reduced memory usage.

The performance of a model checker not only depends on its implementation, but also on the hardware it is executed on. Traditionally, all general computational tasks are performed by a CPU. While graphical processing units (GPUs) are aimed at rendering graphical scenes, in recent years they are also being employed for more general tasks. NVIDIA’s CUDA, released in 2006, and Khronos WG’s OpenCL, released in 2008, provide an easy way to program GPUs. Since GPUs provide huge parallelism and memory bandwidth, they can offer a speedup of multiple magnitudes. Model checkers can benefit from the performance of GPUs, as shown by Barnat et al. [2].

We combine the scalability of Laarman’s hash table with the massive parallelism of GPUs. The hash table already proved to be scalable up to 48 threads on an x86 CPU [11]; we evaluate this scalability further by implementing the hash table in OpenCL and running it on a GPU. We will show how scalable this GPU implementation is and whether the GPU can provide better performance when storing states in the hash table.

2. RESEARCH QUESTIONS

Our main research question is: “How scalable is a lockless hash table on a GPU?”. In order to optimize the scalability, we have identified the following subgoals.

- How should the lockless hash table be stored in GPU memory?
- How can the workload of storing state vectors efficiently be divided between GPU threads?

We also investigate whether the performance of our implementation is better on a CPU or on a GPU. This is an important aspect when considering the application of GPUs in model checking.

3. BACKGROUND

OpenCL

OpenCL (open computing language) is a standard developed by Khronos Working Group [6]. It aims to provide an easy way to develop parallel applications for many different devices. The code that runs on the parallel device, called a kernel, is programmed in OpenCL C, a variant of C99. Kernels and devices can be managed by the host,
usually a CPU, via a C or C++ API. Kernels can be ex-
ecuted on one or more work groups, which consist of one
or more work items. The amount of work items and work
groups can be set when calling the kernel. GPUs have
a single-program-multiple-data (SPMD) architecture: all
work groups execute the same code. Additionally, each
work group has a single-instruction-multiple-data (SIMD)
architecture: all work items within a work group always
execute the same code path. The performance of a work
group is determined by the performance of the work item
that handles the worst case.

The OpenCL standard defines different address spaces
that have their own characteristics. The global memory is
shared across all work items, but on most devices it is
relatively slow. All work items within one work group
share local memory. Finally, each work item has its own
memory space called private memory. When designing
and implementing an algorithm in OpenCL, it is impor-
tant to consider which address space will provide the best
performance for a specific application.

CUDA is a similar technology developed by NVIDIA. It
supports some advanced features like dynamic memory
allocation. However, programs written in CUDA can only
run on NVIDIA GPUs.

**Lockless hash table.**

The lockless hash table proposed by Laarman et al. [7]
is optimized for multi-threaded use by using compare-and-
swap operations instead of locks. Another optimization is
linear probing; buckets of the hash table are aligned with
cache lines of the processor. Making optimal use of the
cache reduces cache synchronization between processors,
thus increasing the performance.

The tree database [9] uses the same underlying hash table,
but stores states in a memory efficient way. The compres-
sion technique is based on the observation that successive
program states often differ for only a small part. Each
state vector is saved as a balanced binary tree; subtrees
that are already entered in the hash table will not take any
extra space. The scalability of the uncompressed hash ta-
ble and the tree database proved to be similar. Because
of time constraints, our research is based on the lockless
hash table.

4. RELATED WORK

Barnat et al. already showed that GPUs can provide a sig-
nificant speedup when used for static model checking [2].
For the model checker DiVinE, they implemented a su-
cessor finding algorithm and property checking algorithm
in CUDA. The implementation of the state database was
done on the CPU, however. The algorithm was similar to
the lockless hash table of Laarman et al. These integrated
algorithms proved to be scalable on a variable number of
CPUs.

GPUs also proved to be beneficial to the performance of
probabilistic model checkers. Bošnacki et al. extended
the model checker PRISM with a CUDA implementation
that calculates the transition probabilities [4]. Their im-
plementation provides a speedup of 15 to 18 times when
compared to a sequential implementation. The scalability
of their algorithms on GPUs was not investigated.

Many kinds of data structures can benefit from the par-
allelism of GPUs, as proved by Misra et al. [10]. They
provide an extensive analysis of the performance of their
data structures. However, a scalability analysis was not
performed.

An alternative to the tree database is a reconstruction
tree [5]. In contrast to a tree database, a reconstruction
tree can contain state vectors of variable width and also
supports the deletion of state vectors. The delete opera-
tion enables additional optimizations to graph exploration
algorithm. However, a reconstruction tree proved to be
less scalable than a tree database or lockless hash table.

The hash table proposed by Alcantara et al. [1] also pro-
vides access times of $O(1)$. Like the lockless hash table
and the tree database, it does not support vectors of variable
width. The implementation of this hash table in CUDA
proved to perform well. Experiments with regard to the
scalability were not performed.

5. DESIGN

**Memory.**

The hash table can either be stored in global memory or
in local memory. Storing the hash table in local memory
affects the distribution of work load across work groups.
Each work group stores its own part of the table, vectors
destined for a certain part of the table have to be stored
by the associated work group. This may lead to an un-
even distribution of the work load. An uneven work load
may harm efficiency, because other threads will wait for
the worst case to finish, due to the SPMD architecture of
a GPU. Besides that, local memory is also too small to
store a large hash table, which would lead to local mem-
ory ’spilling over’ into the global memory. To avoid these
issues, we placed the hash table in global memory. Global
memory is slower than local memory, but it can be ac-
cessed by all work items.
Work division.

We propose the following design for integrating the hash table with a model checker. To achieve good performance, an efficient division of the work between the CPU and the GPU is needed. In our design, the graph exploration algorithm runs on the CPU; performing duplicate detection is done on the GPU (figure 1). The CPU should run a breadth first search (BFS) algorithm to explore the state space. Whenever the CPU is done exploring a certain amount of states, a round of duplicate detection is needed. This work will be sent to the GPU, by copying the array of state vectors to the GPU global memory. While the GPU is working on the duplicate detection, the CPU can continue to run the BFS exploration. At that time, the BFS exploration is not aware of any information about duplicate states (indicated in figure 1 by shading). Therefore, several states may be explored multiple times. We believe that this double exploration is a benign data race, because it is better to perform an exploration with outdated information than to not do any exploration at all. When the GPU is done with its duplicate detection, it will update the BFS explorer with the new information. This cycle will continue until the state space is fully explored.

In our case, duplicate detection on the GPU is implemented as a hash table. When the GPU receives an array of state vectors, it will compute the hashes of these vectors and store each hash in the database. Because this leads to unpredictable access of the memory, the memory locality is not optimal. Sorting the array of hashes and then storing them increases the memory locality, which may also improve performance. The increase of performance depends on the amount of cache a GPU has and on the amount of overhead that is caused by sorting the array.

6. IMPLEMENTATION

Our implementation is largely based on the implementation of the hash table that is part of LTSmin. The specification of OpenCL C has some limitations when compared to ANSI C, but there were no significant changes needed to the find_or_put algorithm. However, the OpenCL C standard does not define atomic operations on data types of 16 bits. Therefore, we have written our own implementation that depends on the standard atomic operations.

<table>
<thead>
<tr>
<th>Data: thread_id, num_threads, database D</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input: State[]</td>
</tr>
<tr>
<td>1 num_vectors ← length(State) / num_threads;</td>
</tr>
<tr>
<td>2 offset ← num_vectors * thread_id;</td>
</tr>
<tr>
<td>3 forall the i: offset ≤ i &lt; offset + num_vectors do</td>
</tr>
<tr>
<td>4 find_or_put(D, State[i]);</td>
</tr>
</tbody>
</table>

Algorithm 1: State lookup kernel

The kernel that executes the find_or_put algorithm in parallel is outlined in algorithm 1. The only argument of the kernel is an unsorted array of state vectors that are generated by the host. These vectors are equally distributed among the work items that execute the kernel. Each work item computes the offset based on its thread id. The work items will then start storing the elements in the database in a sequential way. We have not implemented the proposed integration with a model checker or an algorithm that sorts the hash values of the state vectors.

7. RESULTS

To evaluate the scalability of our implementation, we have created a benchmarking program. This program stores 1 million random 32-bit vectors in the database. The database has a size of $2^{25}$ elements and each element takes 6 bytes, resulting in a memory usage of about 192 MB. The vectors are generated by the CPU and then transferred to the GPU. The GPU threads then store these vectors in the database. We measured the time it takes for the GPU to complete the storage operations for different amounts of work items. The runtime was measured by using the profiling functions in the OpenCL API; the benchmarks were executed once. Because each work group consists of one work item, the amount of work groups is equal to the amount of work items.

To execute the benchmark, we used an AMD Radeon R9 270X and an NVIDIA GTX 770. These GPUs have 1280 and 1536 shader processors respectively. The AMD GPU was clocked at 1000 MHz and its memory was clocked at 5.6 GHz. The NVIDIA GPU was clocked at 1046 MHz and its memory was clocked at 7 GHz. In order to compare these GPUs to a CPU, we also ran the OpenCL kernel on an Intel Core i5 3350P quad-core CPU clocked at 3.1 GHz; the main memory was clocked at 1333 MHz.
8. ANALYSIS

Figure 2 shows the time it takes to store 1 million random state vectors into the hash table. The runtime is measured in milliseconds, for different amounts of work items. Figure 3 shows the same results relative to the speed of one work item.

These results show that our implementation is scalable up to a certain amount of work items. When running the benchmark on the AMD GPU, 1024 work items still provide a speedup relative to 256 work items. The NVIDIA GPU has reached its maximum performance at 256 work items. A possible explanation is that the NVIDIA GPU is fully utilized when a kernel is assigned 256 work items. A single work item of the NVIDIA GPU is faster than one of the AMD GPU (figure 2). When run on 1024 work items, the AMD GPU is faster by 33%.

While a single core of the CPU is significantly faster, the CPU does not scale beyond 4 work items. By then, all four cores are fully loaded. Both GPUs perform better when the kernel is executed on a high number of work items.

9. CONCLUSION

The results of our benchmarks show that the hash table designed by Laarman [7] can certainly benefit from the massive parallelism a GPU has to offer. Even when run on 256 work items, the relative increase in performance is 72% of the theoretical maximum (a relative speedup of 256) for AMD and 47% for NVIDIA. When the possible optimization of sorting the array of hashes is implemented, this may lead to even better use of caches in the GPU, thus increasing scalability.

Our benchmarks also show that GPUs perform better at looking up vectors than a CPU. Therefore, model checkers can benefit from this speedup offered by GPUs. We proposed a design for integrating our OpenCL implementation of the lockless hash table with a model checker. By offloading the duplicate detection to the GPU and exploiting benign data races, the CPU only has to run a graph exploration algorithm. We believe this will improve the overall performance of model checkers.

While these results are promising, the amount of memory on a GPU is severely limited. Even the most expensive GPUs have a memory size of only 12 GB, whereas a high end server may have more than 100 GB of main memory. The potential of a model checker largely depends on the amount of memory it can allocate. When more memory is available, the model checker can explore larger state graphs and check larger models.

10. FUTURE WORK

Further research into the practical applications of our implementation is needed. By implementing our design from section 5, the hash table can be integrated with a model checker. Then, it is possible to run real-world benchmarks against the hash table. An optimization that may improve the scalability of the hash table on a GPU is the sorting of hashes before inserting them in the database, as discussed in section 5.

Future work also needs to focus on the memory limitations of GPUs. A tree database [9] is much more efficient with memory, while it still provides similar scalability as a lockless hash table. Another possible solution is the application of a multi-GPU system. While this requires the hash table to be split across the devices, the total amount of memory bandwidth is increased.

11. REFERENCES


