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ABSTRACT
Fault trees are abstractions of real systems that consist of more than one component, and where the reliability of each component can be calculated or estimated. Methods exist that can analyze fault trees. The outcome of the methods can tell the user information about which components are vulnerable for total system failure.

Many computers nowadays have more than one core in its processor, and there are even computers with more processors on the motherboard. This can make the computer a lot faster, but software is not always taking advantage of it.

The purpose of the research described in this paper is creating a tool for static analysis of fault trees using binary decision diagrams that makes use of multiple cores. After that the tool will be benchmarked, to time the speed-up that the ability to use multiple cores can bring.
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1. INTRODUCTION
In the next paragraphs the theories needed for the research will be discussed.

1.1 Fault Trees
A fault tree is a mathematical concept for calculating the risk of failure in complex systems with multiple components.

Fault trees are for example used in aerospace, nuclear reactors and chemical industries to estimate the chances that, the systems they use, will fail. The system can easily be split in components, and the reliability of the components can be tested with experiments. Analyzing the system is for an airplane or reactor of great importance, because of the damage a failure can inflict.

The fault tree represents the system, where the system is divided in its individual components. The leaves of the tree represent the components of the system. The top node represents the system as a whole. Every other node in between the top node and the leaves has a function. Standard functions for Fault Trees are:

- **AND**: If all children fail, this node fails.
- **OR**: If one of the children fails, this node fails.
- **k/N**: If k of the N children fail, this node fails.
- **INHIBIT**: The same as AND. Is only used for clarity for readers in some occasions

When a component of the whole system fails, it depends on the node and its function where it is connected to if it will also fail. If the node also breaks, that will propagate further up, until a node doesn't fail, or the top node is reached. It is also possible that multiple components fail. This means that multiple leaves will propagate a fail signal up, which increases the chance of the whole system to fail.

![Figure 1. Example of a Fault Tree](image_url)
can cause the system to fail. A minimal cut set is a cut sets that is not a subset of the other cut sets.

An other method for analyzing the fault tree is by calculating the Minimal Path Sets. A path set is the set of components such that, is they do not fail, the system will be operational. A minimal path set is a set that is not a subset of the other path sets.

The last analyzing method mentioned in this paper is the Rare Case Approximation, which is the sum of the probabilities of the minimal cut sets failing. It estimates the chance of the whole system failing by analyzing the the most critical sets of components.

More information about fault trees can be found in [7].

1.2 Binary Decision Diagrams

A Binary Decision Diagram is an rooted, acyclic, directed graph that represents a boolean function [1]. A boolean function is a function with boolean inputs that will give a true (1) or a false (0) as a result.

Every node also represents a boolean function, and has exactly 2 outgoing edges, one labeled as “1” and one labeled as “0”. The outcome of the boolean function of the node depends which edge will be taken.

To construct a BDD from a boolean formula, the Shannon expansion formula can be used to construct the top node [1].

\[ f(x_1, x_2, ..., x_n) = (x_1 \land f(1, x_2, ..., x_n)) \lor (\neg x_1 \land f(0, x_2, ..., x_n)) \]

BDDs are used in for example model checking, to efficiently represent the state space and transition relation. BDDs are useful for analysis because they can encode fault trees very efficiently.

A BDD can be evaluated by starting at the root node, and follow the path down by evaluating the boolean functions, following the edge with the solution of each boolean function, and finish at a leaf. This is the outcome of the boolean function of the BDD. Figure 2 gives an example of an BDD. So, if only E1 is failing, the path taken while evaluating is E1 → (1 edge) → E3 → (0 edge) → E4 → (0 edge) → (0 leaf). This means the system as a whole isn’t failing, and will still be running.

The node “E3” and the 1 and 0 leaves can be found multiple times, but they have the same children, so the duplicates are overhead. To save memory, one node “E3” can be removed, along with its children, and all incoming connec-

Figure 2. Example of a Binary Decision Diagram

Figure 3. Example of a Fault Tree converted to a Binary Decision Diagram

1.3 Analysis of Fault Trees

1.3.1 Converting a FT to a BDD

A simple way to analyze a fault tree is by converting the fault tree to a binary decision diagram and perform analyse techniques on the BDD.

An efficient way of constructing the BDD is using the Rauzy algorithm[2]. It makes use of the ite function. ite is a function with three arguments, an if statement, a then statement, and an else statement. \((f \land G) \lor (\neg f \land H)\) results in \(ite(f,G,H)\) and it can be read as “if f, then G, else H”.

By taking a node (N) with children (c1..cn) of a fault tree, the ite function can be used as follows:

If AND node:

\[ ite(c_1, ite(c_2, ite(c_3, false), false), false) \]

if OR node:

\[ ite(c_1, true, ite(c_2, true, ite(c_3, false), false)) \]

Figure 4 shows a binary decision diagram and a fault tree that represent the same system. If the nodes of a fault tree have reliabilities, the nodes of the binary decision tree that represent the same component will have the same reliability.

1.3.2 Quantitative Analysis

Fault Tree Analysis can be divided in Quantitative Analysis and Qualitative Analysis.

Qualitative Analysis provides insight into the structure of the FT and detects system vulnerabilities. Examples of
qualitative analyzing are finding the minimal cut sets and minimal path sets in the Fault Tree.

Cut sets are the sets of system components that if they failed, the whole system would fail. Minimal cut sets are cut sets that are not a subset of the other cut sets. The minimal cut sets give insight in which components should need redundancy, or need an increase in reliability, because the components are very important for the system.

For a BDD the minimal cut set can be found by finding the minimal cut sets for all nodes. Getting the minimal cut sets for node N is getting the minimal cut sets of the node at the 0 edge and adding N to each set, and combine that set with the minimal cut sets of the node at the 0 edge.

What’s left is removing cut sets that are not minimal, so sets that are supersets of other cut sets.

Let’s take the BDD in Figure 3. For E4 that means that the only cut set is \{E4\}. If itself fails, it will result in a 1 leaf. Than for E3 the minimal cut sets can be found by following the 1 edge, that will lead to an 1 leaf, so \{E3\} is a minimal cut set. Combine that will the \{E4\} of the 0 edge and the minimal cut sets for E3 are \{\{E3\}, \{E4\}\}. In this example the minimal cut sets of the whole BDD (E1) are \{\{E1, E3\}, \{E1, E4\}, \{E2, E3\}, \{E2, E4\}\}.

Path sets are the sets of components needed for the system to keep running. The minimal path sets are path sets that are not a subset of other path sets. The knowledge of minimal path sets visualizes which components are important, and shouldn’t fail.

The minimal path sets in a BDD can be found the opposite way as the minimal cut sets. The only difference is that the node itself must added to the sets obtained from the 0 edge, and not from the 1 edge. The minimal path sets of the BDD in Figure 3 are \{\{E1, E2\}, \{E3, E4\}\}.

### 1.3.3 Quantitative Analysis

Quantitative Analysis methods derive relevant numerical values for the Fault Trees.

An example of Qualitative Analysis is Rare Event Approximation. It is the sum of the unavailables of all the Minimal Cut Sets. Again, this is more easily evaluated using BDDs.

The rare event approximation is a approximation of the reliability of the fault tree. The reliability of every node can be calculated as follow. For a AND node the formula for the reliability is

$$\prod_{C_i \in \text{Children}} (C_i)$$

For a OR node the formula is

$$1 - \prod_{C_i \in \text{Children}} (1 - C_i)$$

Let’s say the reliabilities of the nodes of Figure 1 are:

- E1: 0.02
- E2: 0.07
- E3: 0.03
- E4: 0.10

Then the unavailability can be calculated.

The OR node above E1 and E2 has a reliability of 1 - (1 - 0.02) * (1 - 0.07) = 0.0886, and the OR node above E3 and E4 have a reliability of 1 - (1 - 0.03) * (1 - 0.10) = 0.127. The AND node has a reliability of 0.0886 * 0.127 = 0.0113, so is the reliability of the fault tree as a whole.

In a BDD the rare event approximation gives a approximation of this number. It is the sum of the products of the reliabilities of the members of the minimal cut sets.

$$\sum_{M_i \in \text{mcs}} (\prod_{N_j \in M_i} N_j)$$

For the BDD in Figure 3, which represents the FT in Figure 3 the rare event approximation is:

$$0.02 \times 0.03 + 0.02 \times 0.10 + 0.07 \times 0.03 + 0.07 \times 0.10 = 0.0117$$

### 1.4 Multi-threaded

Modern computers have multiple processing units, but they are not always utilized by the computer. This requires the programs that run on the pc to be programmed in a way it can take advantage of the cores. In a recent study a library called Sylvan has been developed for manipulating BDDs that can take advantage of multiple cores [3].

Because CPU’s won’t get much faster in aspects like clock speed, but instead more cores will be added to CPU’s to give them more processing power. To make use of all cores, the processes that run on the computer should be written in a way the tasks can be divided to all cores. This applies only to processes that can be divided. This isn’t possible for all processes.

A parallel solution for Fault Tree Analysis will be beneficial to multi-core computers in this modern world.

### 1.5 Sylvan

Sylvan is a parallel (multi-core) BDD library in C developed by the University of Twente. It can store BDDs and perform operations on them. It uses the work-stealing framework Lace to do this multi-threaded. This means it will make use of all cores of a computer, if it has more than one. More information about Sylvan can be found here [3].

### 1.6 Lace

Lace is a work-stealing framework. Work-stealing is a method for load balancing task-based parallel programs. Workers will be make, which can perform a task, and return the result at a later moment. The framework can be fed tasks, that will be divided among the initiated workers. To use Lace the most efficiently, the amount of workers should be equal to the amount of processing units of the computer and every worker will be kept busy with tasks at all time.

### 2. THE PROGRAM

The main function of the program is to first open a file in the CP format. The CP format defines a Fault Tree. The file is read and a model for the Fault Tree is created. The Fault Tree is then converted to a BDD model in the Sylvan library.

The program has functions to find the minimal cut set, the minimal path set and the rare case approximation. The
functions are written with the work stealing framework Lace to parallelize the function and take advantage of the multiple cores of the computer. Moreover, Sylvan already has functions which run in parallel.

2.1 Approaches

2.1.1 FT to BDD

A Fault Tree can be converted to a BDD using Rauzy's method[2]. A BDD type can be a node or a leaf. The resulting BDD will represent the top node of the BDD. ithvar will create a node, and gives it the same number as the FT leaf, so we have mapped the FT component with the BDD component.

```
def node_to_BDD(node):
    retval = invalid;
    if (node.type == OR) {
        for (child in node.childlist) {
            if (child.type == LEAF)
                retval = ithvar(child.value);
            else if (retval == invalid)
                retval = node_to_BDD(child);
            else
                other = node_to_BDD(child);
                retval = ite(other, true, current);
        }
    } else if (node.type == AND) {
        for (child in node.childlist) {
            if (child.type == LEAF)
                other = ithvar(child.value);
                retval = ite(other, true, current);
            else if (retval == invalid)
                retval = node_to_BDD(child);
            else
                other = node_to_BDD(child);
                retval = ite(other, true, current);
        }
    }
    return retval;
```

2.1.2 Analysing a BDD

The function FT
minimal_cs will create a task for the workers of Lace, so it will run in parallel. The result of the function will be an array of minimal cut sets. Each minimal cut set will be encoded as an array of BDD nodes (bdd).

```
def FT
minimal_cs(bdd) {
    high = get
high
node(bdd);
    low = get
low
node(bdd);
    if(high == true) {
        array [];
        array.add(bdd);
        high_results.add(array);
    } else {
        high_results = FT
minimal_cs(high);
        add_node(high_results, bdd);
    }
    if(low != sylvan
false) {
        low_results = FT
minimal_cs(low);
    } // combine results
    // and remove not-minimals for(low_array in low_results) {
        for(high_array in high_results){
            if(low_array.
is
subset(high_array){
                high_results.remove(high_array);
                high_results.add(low_array);
                done = true;
                break;
            } else if(high_array.
is
subset(low_array)) {
                done = true;
                break;
            }
        }
        if(!done) {
            high_results.add(low_array);
        }
    }
    return high_results;
}
```

The function FT
minimal_ps will create a job for the workers of Lace, so it will run in parallel. The result of the function will be an array of minimal path sets. Each minimal path set will be encoded as an array of BDD nodes (bdd).

```
def FT
minimal_ps(bdd) {
    high = get
high
node(bdd);
    low = get
low
node(bdd);
    if(low == false) {
        array [];
        array.add(bdd);
        low_results.add(array);
    } else {
        low_results = FT
minimal_ps(low);
        add_node(low_results, bdd);
    }
    if(high != sylvan
true) {
        high_results = FT
minimal_ps(high);
    }
```
// combine results
// and remove not-minimals
for (high_array in high_results) {
    for (low_array in low_results) {
        if (high_array.is_subset(low_array)) {
            low_results.remove(low_array);
            low_results.add(high_array);
            done = true;
            break;
        } else if (low_array.is_subset(high_array)) {
            done = true;
            break;
        }
    }
    if (!done) {
        low_results.add(high_array);
    }
}
return low_results;
}

void add_node(result, bdd){
    for (array in result) {
        array.add(bdd);
    }
}

The Rare Event Approximation can be found by summing the probability of all Minimal Cut Sets.

def FT_rare_event_approximation(bdd) {
    mcs = FT_minimal_cs(bdd);
    result = 0.0;
    for (set in mcs) {
        temp = 1.0;
        for (node in set) {
            temp *= node.get_reliability();
        }
        result += temp;
    }
    return result;
}

3. TEST SETUP
The tests will be performed on a 48 core computer so that a large amount of Lace workers can be tested on parallelism. 2 implemented methods with the use of Sylvan (minimal cut sets, minimal path sets) will be timed on 1, 2, 4, 8, 16, 32, and 48 cores with models by Rauzy [4]. In the most optimal situation, the processing time will decrease to the time used by one processing unit divided by the amount of processing units.

To compare the rare event approximation and the real reliability, they will both be calculated. Because the models used don’t provide probabilities, they will be generated. Each node will be given a random number lower than 0.01.

4. TEST RESULTS
Table 1 contains the durations of calculating the minimum cut sets for different fault tree models on different amount of CPUs. In Figure 5 the data can be found in a chart.

Table 2 contains the durations of calculating the minimal path sets for different fault tree models on different amount of CPUs. In Figure 6 the data can be found in a chart. All models show a low to high speed-up, with the exception of das9205.

Table 3 shows the rare event approximation compared with the real reliability of the fault tree. The approximation is for most models close. The rare event approximation has for every model overestimated the real reliability.

5. DISCUSSION
The results in Table 1 and Figure 5 show that the parallelism can have good speed-ups, but in some cases no speed-up at all. The fact that the models das9203 and das9205 weren’t faster with multiple processing units was probably due to the uneven distribution of OR and AND nodes. The das9203 and das9205 had respectively only 1 and 2 AND nodes and many OR nodes. Analyzing this kind of fault trees led to fast termination of a thread because nodes tend to lead to a leaf quickly. Fault trees that had a more even distribution of OR nodes as AND nodes did well, and had a good speed-up.

The results in Table 2 and Figure 6 show for all models, with the exception of das9205, a lower calculation time when using more processing units to do the calculation. The overall durations where low for the das series because a low amount of AND nodes, which led to a low amount of path sets, so less time was spend on combining the two lists of path sets.

6. FURTHER WORK
The program didn’t take advantage of a important aspect of BDDs, namely node sharing. While analyzing nodes, intermediate results aren’t stored. When a node is passed...
### Table 2. This table shows the time taken to calculate the minimal path sets on different amount of CPUs

<table>
<thead>
<tr>
<th>Model</th>
<th>48 CPU</th>
<th>32 CPUs</th>
<th>16 CPUs</th>
</tr>
</thead>
<tbody>
<tr>
<td>das9202.cp</td>
<td>0.021</td>
<td>0.0348</td>
<td>0.0566</td>
</tr>
<tr>
<td>das9203.cp</td>
<td>0.0015</td>
<td>0.0018</td>
<td>0.0021</td>
</tr>
<tr>
<td>das9204.cp</td>
<td>0.0283</td>
<td>0.0085</td>
<td>0.0134</td>
</tr>
<tr>
<td>das9205.cp</td>
<td>0.0066</td>
<td>0.0010</td>
<td>0.0015</td>
</tr>
<tr>
<td>das9206.cp</td>
<td>20.200</td>
<td>27.531</td>
<td>48.334</td>
</tr>
</tbody>
</table>

### Table 3. This table shows the rare event approximation compared to the real reliability of the fault trees

<table>
<thead>
<tr>
<th>Model</th>
<th>Rare event approximation</th>
<th>Real reliability</th>
</tr>
</thead>
<tbody>
<tr>
<td>ftr10.cp</td>
<td>3.942</td>
<td>0.979</td>
</tr>
<tr>
<td>das9202.cp</td>
<td>0.061315</td>
<td>0.000004</td>
</tr>
<tr>
<td>das9203.cp</td>
<td>0.1645</td>
<td>0.025</td>
</tr>
<tr>
<td>das9204.cp</td>
<td>0.000001</td>
<td>0</td>
</tr>
<tr>
<td>das9205.cp</td>
<td>0.000059</td>
<td>0.000195</td>
</tr>
<tr>
<td>das9206.cp</td>
<td>1.511</td>
<td>0.790</td>
</tr>
</tbody>
</table>

7. **CONCLUSION**

This paper gives result of a multi-threaded solution of performing analyzing techniques on fault trees. The tool analyzes fault trees that have been converted to BDDs and gives speedup when using more than 1 CPU core. The speed-up can vary depending on the fault tree. For some fault trees the speed-up will stagnate after an amount of cores, and for some fault trees there won’t be a speed-up. The method isn’t always beneficial for the performance when analyzing a fault tree, but it is also never destructive for the performance.
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